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1. INTRODUCTION

In TREG2007 , I ndi anaWiDhliablpasttgdbpated in thendbieog tr a
polarity subtask. Fothe opinion task whose goals to "uncover the public sentiment towards a given
entity/target” we focused on combiningultiple sources of evidence to detect opinionated blog postings.
Since detecting opinionated blogs on a given topic (i.e., entity/tangetyes not only retrieving topically
relevant blogs but also identifying those that contain opinions about¢fed tair approach teheopinion
finding taskconsisted of first applying traditional IR methods to retrievéamic blogs and then boosting
the ranks of opinionated blogs based on combined opinion scores generated by omittipfedetection
methods. The key ideaunderlyingour opinion detection methas to rely on a variety of complementary
evidences rather than trying to optimize a single approaihis fusion approach to opinionated blog
detectionis motivated by our pagxperience that suggegdteo single approach, whethexiconbasedr
classifierdriven, is well-suited for the blog opinion retrieval task.o accomplishithe polarity subtask
which requiresclassificationof the retrieved blog) into positive or negativeorientation, our opinion
detection module was extended to generate polarity stpbesused for polarity determination.

2. RESEARCH QUESTIONS

Having explored the topicakarch problem over the years (Yang, 2002; Yang et. al, 28@5pcused on
the question of how to apgta topical retrieal system for opinion findintask. The intuitive answer was to
first apply IR methods to retrieve blogs about a target (i.eQpia retrieval), and then identify opinionated
blogs by leveragingariousevidences of opinion.

Therefor, our primaryesearch question centerstba evidences of opinion, namely what they are and
how they can be leveraged. To maximize the total coverage of opinion evidence, we considered the
following three complementary sourcesopiinionevidence:

1 Opinion Lexicon: An obvious source of opinion evidencethe set of terms commonlysed in
expressing opisudkddnsh oekpme A SkPp)ep € s

1 Opinion Collocations: One of the contextual evidence of opinion comes from collocasiethso
mar k adj acent st at lebelieve@Gosd aesx iosptisnoitoanaigG.o(de .igs. ,d efia d

1 Opinion Morphology: When expressing strong opinions or perspectives, people often use morphed
word form for eoopohaggygo( fbBdcktgipe i b s

Because blogs are generated by content geanant software (i.e. blogware) thlibas authors to create
and update contents via a browbased interface, they are laden with qpasting content for navigation,
advertisement, and formattindisplay. Thus, our secondary research question conchows such
blogwaregenerated noise influences opimidetection

! Web Information Discovery Integrated Tool (WIDIT) Laboratory at the Indiana University School of Library and
Information Science is a research lab that explores a fusion approach to information retrieval and knowledge
discovery.



3. METHODOLOGY

WIDIT approachto blog opinion retrieval taskonsisted of three main steps: initial retrieval;topic
retrieval optinization, and opinion identification. Initial retrieval was executed using the standard WIDIT
retrieval method, otopic retrieval optimization was done by a pastieval reranking approach that
leveraged multiple topicelated factors, and opinion idefidation was accomplished by a fusion ofef
opinion modules that leveraged multiple sources of opinion evidefioeassess the effect of noise on
retrieval performance, we explored various noise reduction methods with which to excldéegtish
blogsand norblog contents from the collectio.he overview of WIDIT blog opinion retrieval system is
shown in Figure 1.
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Figure 1. WIDIT Blog Opinion Retrieval System Architecture
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3.1.Noise Reduction

To effectively eliminate the noise in blog data withdoadvertently excluding valid contentve
constructedNon-English Blogldentification(NBI) modulethatidentifiesnonEnglishblogs for exclusion,

and Blog Noise Elimination (BNE) module that excludes no#blog content portion of the blogNBI
leverageshe characteristics of nelnglish (NE) blogs, which contain a large proportion of NE terms,
and/or high frequency of NE stopword®BI heuristic which scores documents based on NE content
density and frequencies of stopwoftsth English and ne&nglish), was tuned by iteratively examining

the NE blog clusters identified by the module to find false positives and adjusting the NE threshold until no
false positives were foundBNE module, which uses markup tags to differeetislog content (e.g., post,
comments etc) from nonrblog content (e.g., scripts, style texts, forms, sidebar, navigation, profile,



advertisement, header, footer, etc.), was constructed by examining all unigue markup tags in the blog
collection to identy patterns to beaptured byegular expressions.

3.2.Initial Retrieval

The initial retrieval is executed by the WIDIT retrieval engine, which consists of document/query indexing
and retrieval module. After removing marktggsa nd st opwor ds, mddul€&lagpiiesa i nd e x
modified version of the simple plural remo\Erakes &BaezaYates, 1992§ The stopwords consisted of
norrmeaningful words such as words in a standard stopworddistalphaeticalwords,words consisting
of more than 2%r less than 8haracters, and words that contaior more repeated charactektyphenated
words were split into parts before applying the stopword exclusion, and acronyms and abbreviations were
kept as index termis

In order to enable incremental #dng as well as to scale up to large collections, WIDIT indexes the
document collection in fixedize subcolllections, which are searched in parallel. The whole collection
term statistics, derived after the creation of the subcollectasrsysed in suwllection retrievals so that
subcollection retrieval results can simply be merged without any need for retrieval score normalizations.

Query indexing module includes query expansion submodules that identify nouns and noun phrases,
expand acronyms and akliations, and extract neelevant portion of topic descriptions with which to
formulate various expanded versions of the query.

The retrieval module implements the probabilistic model using the Okapi BM25 forifinda.
simplified version of the Okapi BRb relevance scoring formu{®&obertson & Walker, 1994% used to
implement the probabilistic model.
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3.3.0n-topic Retrieval Optimization

Optimizing the ranking of the initial retrieval results is important for two reasons. Firgtipanretrieval
optimization is an effective strategy for incorporating topical clues not considered in initial retriang|
2002; Yang & Albertson, 2004; ang et. al, 2007) Second, our twstep strategy for targeted opinion
detection consists of minimalistic initial retrieval that favors recall followed bynedséval reranking to
boost precision.

Our ontopic retrieval optimization involves reranking the initial retrieval results based on a set of
topic-related reranking factors, where the reranking factors consist of topical clues not used in initial
ranking of documents. The topic reranking factors used the studyaet: Matchwhich is the frquency
of exact query string occurrence in docum@mximity Match which is the frequency of paddegliery
string occurrence in documentloun Phrase Matchwhich is the frequency of query noun phrases
occurrence in document, afdbrnrRel Matchi, which i the frequency of nerelevant nouns and noun
phrase occurrence in documents. All the reranking factors are normalized by document lengtitiopice on
reranking method consists of following three steps:

1) Compute topic reranking scores for top N results.

2) Partition the top N results into reranking groups based on the original ranking and a combination of
the most influential reranking factors. The purpose of reranking groups is to prevent excessive
influence of reranking by preserving the effect of keyknag factors.

2 The simple plural removevaschosen to speed up indexing time and to minimize the overstemming effect of more aggressive stemmers.
3 Acronym and abbreviation identification was based on simple pattern matching of punctuations and capitalizations.

‘APaddedod qgu e mypstring with Lpidy nuinker oworgslirebetween query words.

5 Non-rel Match is used to suppretbe documentankings, while other reranking factors are useniiostthe rankings



3) Rerank the initial retrieval results within reranking groups by the combined reranking score.

The objective of reranking is to float low ranking relevant documents to the top ranks based on
postretrieval analysis of reranking factors. tidugh reranking does not retrieve any new relevant
documents (i.e. no recall improvement), it can produce high precision improvement viatpegal
compensation (e.g. phrase matching). The key questions for reranking are what reranking factors to
consder and how to combine individual reranking factors to optimize the reranking effect. The selection of
reranking factors depends largely on the initial retrieval method since reranking is designed to supplement
the initial retrieval. The fusion of thersmking factors can be implemented by a weighted sum of reranking
scores, where the weights represent the contributions of individual factors. The weighted sum method is
discussed in more detail in the fusion section of the methodology.

3.4.0pinion Detection

Determining whether a document contains an opinion is somewhat different from classifying a document as
opinionated. The | atter, which usually involves
overall characteristic (e.g., degree of suliyéy), whereas the former, which often entails the use of
opinion lexicons, is based on the detection of opinion evidence. At the sentence or paragraph level,
however, the distinction between the two becomes inconsequential since the overall chardsterist
strongly influenced by the presence of opinion evidence.

For opinion mining, which involves opinion detection rather than opinion classification, opinion
assessment methods are best applied at subdocument (e.g., sentence or paragraph) level. At subdocument
level, the challenges of machine learning approach @ampounded with two new problems: First, the
training data with documeével labels is likely to produce a classifier not well suited for subdocument
l evel classification. Second, the sparsitys of f e:
effectiveness.

Our opinion detection approach, which is entirely lexibased to avoid the pitfalls of the machine
learning problems, relies on a set of opinion lexicons that leverage various evidences of opinion. The key
idea underlying our methdd to combine a set of complementary evidences rather than trying to optimize
the utilization of a single source of evidence. We first construct opinion lexiconsasgsmatically and
used them in opinion scoring submodules to generate opinion scomsuaiehts. The opinion scores are
then combined to boost the ranks of opinionated blogs in a manner similar to-thygiconetrieval
optimization.

Opinion scoring modules used in this study High Frequency modulewhich identifies opinions
based on thdrequency of opinion terms (i.e., terms that occur frequently in opinionated blays),
Frequency module whi ch makes wuse of uncommon/ rare ter ms
sentimentslU module which leverages-grams with 1U (I and you) ahor terms (e.qg., | believe, You will
love), Wi | sonds | eviichusesa collectindegendent opinion lexicon composed of a subset
of Wil sonbs s ubppnon Ackonyim ymodujevhiah sutjlizesaansthall set of opinion
acronyms (e.g.jimho). Each moduleomputes two opinion scores for each lexicon used: a simple
frequencybased score and a proximity score based on the frequency of lexicon terms that occur near the
query string in a document. The generalized formula for opinion samaimpe described as

a foo

opSdd) = tmEIDeT 2

whereL andD denote the term sets of a given lexicon and docuthezgpectivelylen(d) is the number of
tokens ind, s(t) is the strength of tertnas designated in the lexicon, &)l is the frequency function that
returns either the frequencytdh d (simple score) or the frequencytdhat ceoccurs with the query string



in d (proximity score). The proximity score, which is a strict measure that ensures the opinion found is on
target, is liable to miss opinion expressions located outside the proximity window as well as those within
the proximity of the target that is expressed differently from the query string. The simple score, therefore,
can supplement the proximity score, asally when used in conjunction with the -twpic optimization.

For polarity detection, positive and negative polarity scores are computed for each score type (i.e. simple,
proximity). The generalized formula for computing opinion polarity scores is shelomw.

a f(masw

OPSGo(e) =0 ©

In equation 3l describes the lexicon term subset whose polarjigli§ositive or negative). The default
term polarity from the lexicon is reversed if the term appears near a valence shifter (ergeyemtno,
without, hardly, barely, scarcely) th

3.4.1. High Frequencyodule

The basic idea behind thégh Frequency Model (HFM) is to identify opinions based on common opinion
terms. Since common opinion terms, which are words often used to expir@sss, will occur frequently

in opinionated text and infrequently in nopinionated text, we create the candidate HF lexicon by
identifying high frequency terms from the positive blog training data (i.e. opinionated blogs) and excluding
those that alstnave high frequency in the negative blog training data. The resulting term set is then
manually reviewed to filter out spurious terms and to assign polarity and strength of opinion.

342.Wi | sono6 Modulexi con

To supplement the HF lexicon, which is collentibependent, we construct a set of opinion lexicons from

Wi |l son6s s ul§Wilson, Piereej&Wiebd, 2003)iis| s on 6 s L gWLMSusesthide d ul e
collectionindependent lexicons, which consists of strong and weak subjective terms extraoted fro

Wil sonbés subjectivity term |ist, and emphasis ter
weak subjective | exicons inherit the polarity an
emphasis lexicon includes neither the strength polarity values since the strength and polarity of an
emphasis term depend on the term it emphasizesdbaplutelywonderful). In computing opinion scores

(equation 2), emphasis terms are assigned the strength of 1, which is the minimum vatoedoehgth.

No polarity scores are generated with the emphasis lexicon.

3.4.3. Low Frequencyodule

While HFM and WLM leverage thebvious source of opinion, namely the standard opinion lexicon used in
expressing opisudkdd,nsi okOme i S RoP g Erequency Modul@d-FM)

looks to the low frequency terms for opinion evident&M is derived from the hypothesis that people
become creative when expressing opinions and tend to use uncommon or rare term(p&tbenst. al,

2004). These creative expressions, or Opinion Morphology (OM) terms as we call it, may be intentionally
misspelled wordge.qg., luv, hizzarious), compounded words (e.g., metacool, crazygood)-cbpeatter

words (e.g., so00, fantaaastic, grrreat), or scombination of the three (e.g., metacoool, superrrrv).

Since OM terms occur infrequently due to their creative anestaordard nature, we start the construction

of the OM lexicon by identifying low frequency (e.df,< 100) terms in the blog collectiokVords with

three or more repeated characters in the low frequency term set are examined to detect OM patterns, which
are encapsulated in a compilation of regular expressions. The regular expressions (OM regex) are refined
iteratively by repeating the cle described below:



1. Examine repeatharacter patterns and compile regular expressions.
Apply regular expressions to the low frequency term set.

3. Modify regular expressions after comparing the result of step 2 with the-aseatter patterns in
step 1.

4., Go to step 2.

n

To round out the OM regex, regular expressions that simulate misspellings by vowel substitutions (e.g.,
luv) as well as regular expressions for capturing compound morphing are constructed from HF and Wilson
terms, applied to the LF termtseand refined iteratively in a manner similar to the rejbaracter
refinement steps describe above. LF terms not captured by OM regex but are nevertheless determined to be
opinion terms form a basis for the OM lexicon. The final OM lexicon condisite @pinion terms flagged

during the OM regex construction process as well as those identified during the final review of the LF term
subset that excludes terms identified by the OM regex. The format of OM regex is consistent with other
lexicons in thaktach entry is composed of a regular expression and associated polarity and strength.

3.4.4. U Module

IU Module ( 1 UM) is motivated by the observation that
frequently in opinionated texts. 1U collocations, which agrams withlU (I and you) anchor terms (e.g.,

I believe, you wil!/l | ove), madelidkveGoodl] aecxd rstt sOtp a tiieGmedn |
med ) . I n this regard, I'U collocations prothede yet

opinion lexicons of HFM/WLM and the opinion morphology of LFM.
For IU lexicon construction, we first extracgnams that begin or end with IU anchors (e.g., I, you, we,
my, your, our, me, etc.) from the positive blog training data and movie review(@atined from

http://www.cs.cornell.edu/people/pabo/moveview-data). Since IU collocations are not
collectiondependent, movie reviews provids additional data taden and strengthen the 1Ugram
harvest. The extractedgar ams ar e t hen manually filtered to cre
believeb, 6my assessment o, 6good for youbd, etc.)

lexicon is expanded with additional IU collocations consisting of IU anchors and appropriate HF and
Wilson terms (e.g., verbs).

In order to accommodate the various forms of an 1U collocation (e.g., | believe, | cannot but believe, |
have always believed, etclM applies the U lexicon in a slightly different manner than other modules.
After preprocessing documents to compress certain prepositions, conjunctions, and articles (e.g., of, with,
and, or , a, t he, etc.), | Uin suchla ivay tha tdocumenstexts withuph e | e
to two words irbetween U collocation words will be matched by IUM.

3.4.5. Opinion Acronym Module

The Opinion Acronym lexicon used Bpinion Acronym Modul@OAM) complements the U lexicon with

common IU collocation@onyms (e.g., imho). The OA lexicon consists of a manually filtered subset of
netlingobés <chat a cr ony mhttp:/Avmvdnetlingoxxdm/emadss.sfreingboth s hor t h
acronym and expanded formsSince opinion acronyms represent long phrases that serve as a clear
indicator of opinion or sentiment, they are generally given higher opinion strength values than other lexicon
entries. Like emphasis terms, no polarity is assigned to the OA lexicon.

3.5.Fusion

Topic reranking for oftopic retrieval optimization and opinion reranking for opinion detection generate
multitudes of reranking scores that need to be combined. Two most common fusion metBoddaity
Merge(Fox & Shaw, 1995andWeighted Sur(Bartell, Cottrell, & Belew, 1994 Similarity Merge based

on the assumption that documents with higher overlap are more likely to be relevant, multiplies the sum of


http://www.cs.cornell.edu/people/pabo/movie-review-data/
http://www.netlingo.com/emailsh.cfm

fusion component scores for a document by the number of fusion compomemé&tribved the document
(i.e. overlap),. Instead of relying on overlap, ¥eighted Surmethod sums the fusion component scores
weighted by their relative contributions, which is usually estimated from training data.

In our earlier investigation®&ang, 2002, 2004)we found the normalized weighted sum formula to be
most effective in combining fusion components that are dissimilar. The normalized weighted sum formula
(equation 4) linearly combines the mimax normalized score of componegnhSG) with fusion weightw;,
to generate the fusion score. In themiax normalizatiorfLee, 1997)described in equation 5,(d) is the
raw score of documeitby component, andmin{ S} and max S} are the minimum and maximum scores
by the componerit

k
FS(d)=a (w* NS(d)) ©

max{§} - min{S}

In reranking, the original scores should be combined with fusion scores of reranking factors in a way that
enables the documents with high reranking factors to float to the top without urfthépcing the existing
document ranking. This reranking strategy can be expressed as

RS(d) =a* N§,;,,(d)+b* q (w * NS(d)) (6)

i=1

whereNS,(d) is the minmax normalized score of documehbefore reranking, anth andb are the
weights that represent the estimated contributions of the original and combined reranking factor scores.

3.6.Dynamic Tuning

To optimize the reranking formulas, which involves determination of fusion weighss(well as original

and reranking scerweights {) and b), we implemented an interactive system tuning interface called
Dynamic Tuningwhich displays the effects of tuning parameter changes in real time to guide the human
towards the system optimization state in a manner similar tbebatb&k. Dynamic Tuning, which is
motivated by the idea of combining human intelligence, especially the pattern recognition ability, with the
computational power of the machine, is implemented in a Web application that allows the human to
examine not only themimediate effect of his/her system tuning but also the possible explanation of the
tuning effect in the form of data patterns. By engaging in iterative dynamic tuning process that successively
fine-tune the reranking parameters based on the cognitivesemafjimmediate system feedback, system
performance can be improved without resorting to an exhaustive evaluation of parameter combinations,
which can not only be prohibitively resource intensive with numerous parameters but also fail to produce
the optinal outcome due to its linear approach to factor combination.

Figure 2 shows the dynamic tuning interface for optimizing the fusion formula that combines opinion
reranking scores, and figure 3 shows the dynamic tuning interface for optimizing the cambofati
polarity scores. In both interfaces, the effect of manual setting of the fusion formula weights are
immediately displayed in terms of retrieval performance averaged over all topics as well as for the given
topic. Individual reranking factor scorase also displayed for each document so that the human user may
detect patterns that can be reflected in another cycle of tuning to beat the best performance (displayed in

purple).



Figure 2. WIDIT Dynamic Tuning Interface for Opinion Detection

Figure 3. WIDIT Dynamic Tuning Interface for Polarity Detection

4. RESULTS

The effect of noise reduction is shown in Figure 4. Each bar in Figure 4 represents the average gain in
performance by noise reduction. In order to isolate the influence of noise reduwati@omputed the



